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1. Introduction

When they make product choices, consumers consider not only the attributes of the products but also the preferences of other consumers, such as peers. Peer influence often results when consumers aspire to be like or unlike others or learn something new about products from others. The effect of peer influence has been well documented (Childers and Rao 1992, Iyengar et al. 2011), but the increasing availability of data about peer interactions and the popularity of marketing communication techniques based on such interactions have led to even greater interest in understanding the effects of peer influence on consumer choice.

Furthermore, although there can be little doubt that consumer choices depend on the influence of their peers at an aggregate level, our understanding of the theoretical mechanisms regarding influences on individual consumers is limited. We therefore study microlevel mechanisms of peer influence on consumer choice decisions when consumers choose from several product alternatives, each with multiple attributes.

According to the paradigm of multiattribute utility analysis (Meyer 1981, Shocker and Srinivasan 1979), consumers form overall evaluations of each product using a multiattribute utility function and then choose the product with the greatest utility. Despite its popularity, this analysis typically assumes that one consumer’s attribute preferences and product choices are independent of the choices of others. The systematic incorporation of social interactions in multiattribute decision analyses thus represents an important research area (Netzer et al. 2008).

We study peer influence at three levels: (1) consumer, (2) the consumer’s peers, and (3) product attributes. We consider whether consumers’ attribute preferences change in response to peer influence, as measured by the weights they assign to various attributes, and how peer influence affects their willingness to pay for different attributes. We also investigate the role of uncertainty about attribute preferences. Finally, we determine whether the consumer’s attribute preferences depend on the number of peers making choices and estimate the magnitude of this relationship.

Measuring the effects of peer influence remains difficult because of such well-established problems as endogenous group formation, correlated unobservable variables, and simultaneity (see Hartmann et al. 2008). Because we aim to not just measure peer influence but also study how it varies across consumers, peers, and product attributes, we extend existing...
choice-based conjoint experimental designs. Our two-stage design contains detailed sociometric data on peers. For a set of \( N \) peers, sociometric data constitute an \( N \times N \) matrix (or the sociomatrix), where cell \( ij \) \((i = 1, \ldots, N; j = 1, \ldots, N)\) denotes to what extent (or simply whether) the person denoted by row \( i \) is influenced by the person denoted by column \( j \). This approach helps alleviate several salient problems associated with measuring peer influence and enables the measurement of the causal effect of peer influence on consumer decisions.

Yet it requires considerable time and effort to collect sociometric data, so researchers often make a priori assumptions that one agent will influence another on the basis of agent characteristics such as demographic similarity (Yang and Allenby 2003), geographic proximity (Bell and Song 2007, Manchanda et al. 2008), or purchase time proximity (Hartmann 2010). We compare the predictive accuracy of alternative forms of sociometric data, which are more readily available and/or easier to collect, e.g., demographic similarity, online social network membership, and frequency of interaction. Some proxies such as social network membership enable good predictions of stated choices.

For this study, we consider choices of electronic book readers by first-year MBA students in a business school—a peer group of students enrolled in the same educational program. This definition of peers is commonly employed (Sacerdote 2001, Valente et al. 2003, Kratzer and Lettl 2009). We study three behavioral mechanisms by which peer influence might affect choice decisions. The first mechanism posits that when faced with information on peer choices, consumers update their inherent attribute preferences in a Bayesian manner (DeGroot 1970, Roberts and Urban 1988, Erdem 1996). Thus the consumer’s revised (or posterior) preference for an attribute is a weighted average of her initial (or prior) preference and the preferences of her peers. The weights depend on the relative uncertainty of the consumer’s attribute preference and her peers’ preferences. The second mechanism is a generalization of the Bayesian updating mechanism and allows for a more flexible process of preference revision. The third mechanism is based on the literature on social contagion (Bell and Song 2007, Iyengar et al. 2011) and specifies that when faced with information on multiple attributes of several alternatives of a product, and peer choices for those alternatives, consumers do not change their relative attribute preferences. Instead, they process information on peer choices as an additional attribute of the product alternative.

Our data best support the proposition that when faced with peer choices, consumers update their attribute preferences in a Bayesian manner (the first mechanism). This suggests that greater uncertainty in the attribute preferences of a focal consumer and lesser uncertainty in preferences of peers both lead to greater preference revision. Further, the brands that are less (more) preferred in the absence of peer influence are preferred to a lesser (greater) extent under peer influence, suggesting conformity in brand choice behavior. The incremental willingness to pay for the Kindle brand (over the Hewlett-Packard (HP) brand) increases from $16.44 to $21.05 per consumer because of peer influence. Such estimates can be valuable for managerial decisions related to product design and pricing. An increase in consumers’ willingness to pay for an attribute because of peer influence translates into higher prices and greater profitability for the marketer.

A unique insight from this study is that the revision of attribute preferences because of peer influence varies across attributes. We conduct further research to better understand this interattribute variation. We focus particularly on understanding the role of the uncertainty of attribute preference in this context (Kahn and Meyer 1991, Green and Krieger 1995). We posit that the more uncertain consumers are about the preference of an attribute, the greater will be the extent of revision of their preferences for that attribute because of peer influence. Furthermore, we study the role of the uncertainty of attribute preferences of the consumer’s peers. We posit that the more uncertain a consumer’s peers are of the preference of an attribute, the less will be the extent of revision of the focal consumer’s preference because of peer influence. In a separate study, we find empirical support for both propositions.

The remainder of this paper is organized as follows: in the next section, we introduce our overall experimental approach to measure the effect of peer influence on attribute preferences. We describe three consumer choice models and our estimation method. Next, we detail our first empirical application and its results, followed by our second conjoint study and its theoretical implications. In a benchmarking exercise, we compare the predictive ability of our model across several sociomatrices. Finally, we conclude with a discussion of implications for marketing practice and research.

2. An Experimental Approach to Measuring Peer Influence

To estimate the effects of peer influence, we divide the consumer’s decision process into two sequential stages—preinfluence and postinfluence. In the preinfluence stage, individual consumers possess initial preferences for the attributes of the target product. They are not aware of the preferences of their peers.
and make a series of choice decisions based solely on their own attribute preferences. During this stage, we measure the initial attribute preferences of the consumer. We also collect self-reported sociometric data on the extent to which other consumers might influence the purchase decision of the focal consumer. Because we measure the initial preferences of all $N$ consumers in our sample, at the end of this stage, we have data on the preferences of the focal consumer and of all other consumers. Consumers can identify up to a maximum of $N - 1$ others as their influencers (those consumers who influence purchase decisions).

In the postinfluence stage, each consumer is made aware of the choices of the consumer’s specific influencers, which potentially leads to a revision of preferences. The consumer makes choices from the same choice sets as those in the first stage, with the additional information on the specific choices made by each influencer. Thus, a consumer choosing from four product profiles knows the attribute levels for each profile, as well as which profiles her influencers chose. In this stage, we measure the revised preferences of all $N$ consumers.

This experimental approach mitigates some challenging problems associated with the empirical identification of peer influence. First, to address endogenous group formation, or the assumption that correlated behavior among group members implies a causal effect of one member’s decisions on another, we collect self-reported data about key influences for each focal consumer (e.g., Nair et al. 2010). This exogenous measure obviates the need to define groups according to behavior, location, or other proxies. Second, correlated unobservables, or factors unobserved by the researcher, might drive consumer and peer decisions similarly but be erroneously interpreted as peer influence. We therefore rely on experimental data and control the factors on which consumers can base their decisions: in the preinfluence stage, consumer $i$ chooses one out of $P$ profiles by maximizing her utility; i.e.,

$$Y_{ij}^l = 1 \quad \text{if} \quad U_{ij}^l = \max \{U_{ij1}, \ldots, U_{ijP}\};$$

otherwise, $Y_{ij}^l = 0$, (2)

where $Y_{ij}^l$ is the choice decision. Consumer-specific attribute importance weights are allowed to vary across consumers, and to be correlated across attributes, as follows:

$$\beta_{i\alpha} \sim N(\bar{\beta}, \Sigma).$$

(3)

In the preinfluence stage, each consumer also identifies her influencers and the extent to which each influences her choices. A cell $w_{ij}$ of the sociomatrix $W$ represents the extent to which consumer $i$ is influenced by consumer $j$. We label consumer $i$ an influencer of consumer $j$ if $w_{ij} > 0$. This approach is sufficiently general to allow for asymmetric peer influence. Then, in the postinfluence stage, consumer $i$ considers the same choice sets as in the first stage and the choices made by influencers.

2.1. Mechanism 1: Bayesian Updation of Attribute Importance Weights

According to this mechanism, peer influence alters consumers’ attribute preferences (or importance weights).

---

2 We build on joint decision-making approaches (Aribarg et al. 2010, Arora and Allenby 1999, Corfman and Lehmann 1987, Rao and Steckel 1991), but our experimental design differs from this approach. We focus on individual decision making, not group decisions, so instead of dyad members making joint decisions, we ask consumers to make individual decisions with knowledge of the choice decisions of all others. Instead of each member being influenced by only one other member, consumers in our study may be influenced by diverse sets of others.

3 If respondents consider their peers’ preferences when making decisions in the preinfluence stage, our estimates of $\beta_i$ might be affected by peer preferences. We alleviate this concern by instructing respondents to make choices in the preinfluence stage only on the basis of attribute levels, their own attribute preferences and nothing else. This procedure has been adopted in several studies of preference revision in the literature on joint decision making.
Therefore the second-stage utility of consumer \(i\) from the \(p\)th profile in the \(j\)th choice set is as follows:
\[
U_{ijp}^R = X_{jp}\beta_i^R + \lambda_i^R e_{ijp},
\]

where \(\beta_i^R\) is the \(K\)-dimensional vector of the revised attribute importance weights. The consumer uses Bayes rule to integrate her initial (or prior) attribute weights from the first stage with attribute weights offered by influencers, to form revised (or posterior) attribute weights. Because the prior attribute weights of the focal consumer and those of the influencers are assumed normally distributed, the revised attribute weight of attribute \(k\) for consumer \(i\) is as follows (DeGroot 1970):
\[
\beta_{ik}^R = \rho_{ik}\beta_{ik}^I + (1 - \rho_{ik}) \frac{\sum_{j=1}^{N} w_{ij} \beta_{jk}^I}{\max \left(\left[\sum_{j=1}^{N} w_{ij} \beta_{jk}^I, 1\right]\right)},
\]

where \(0 \leq \rho_{ik} \leq 1\). (5)

The revised attribute weight of attribute \(k\) for consumer \(i\) is a weighted sum of her initial attribute weight and the initial attribute weights of her influencers. The significance and direction of the peer influence parameter \(\rho_{ik}\) reveals the revision of attribute weights for attribute \(k\) because of the causal effect of peer influence. The smaller its value, the greater the revision of the attribute weights of the focal consumer in the direction of peers’ attribute weights.

As in the first stage, we assume \(e_{ijp}^R\) follows an IID standard normal distribution, and the utility-maximizing choice rule is specified by Equation (2). As is typical of choice models, the importance weights of attributes are measured relative to the standard deviation of the error term for the second stage. Thus, differences in the variances of the error terms across the two stages of our study could lead to differences in attribute weight estimates and unjustified theoretical inferences (Salisbury and Feinberg 2010). To resolve this issue, we estimate consumer-specific ratios of the standard deviations of the error terms across the two stages (\(\lambda_i\)). Because \(\lambda_i\) is a ratio of two positive quantities, we specify the following distribution across consumers:
\[
\log(\lambda_i) \sim \text{N}(\psi, \sigma^2_\lambda).
\]

Specifications pertaining to the distributions of the error terms remain unchanged across all three mechanisms. For the specification of the peer influence parameters, let \(\sigma^2_{\beta_k}^I\) denote the uncertainty associated with the prior attribute weight (\(\beta_{ik}^I\)) of consumer \(i\). The peer influence parameters then relate to the uncertainties of the attribute weights of the focal consumer and influencers:
\[
\rho_{ik} = \frac{1}{\sigma^2_{\beta_k}^I + \phi_k/\sum_{j=1}^{N} w_{ij} (w_{ij}/\sigma^2_{\beta_k}^I)}.
\]

This mechanism implies that the revision in the focal consumer’s attribute weight because of peer influence increases monotonically with the consumer’s own attribute weight uncertainty and decreases monotonically with uncertainty in the attribute weights of peers. More influencers are associated with greater preference revision. However, the extent of preference revision because of an additional influencer diminishes with the increasing number of influencers. Here, \(\phi_k\), or the relative importance of own attribute weights, is the focal consumer’s perception of the importance of prior attribute weights relative to the mean of the attribute weights of all influencers and is assumed to be positive. Because consumers likely place greater importance on their own beliefs than on information received from peers, we expect \(\phi_k\) to take values greater than unity.4 Furthermore, according to Bayesian updating, the posterior uncertainty associated with \(\beta_{ik}^R\) is
\[
\frac{1}{\sigma^2_{\beta_k}^R} = \frac{1}{\sigma^2_{\beta_k}^I} + \frac{1}{\phi_k} \left[ \sum_{j=1}^{N} \left(\frac{w_{ij}}{\sigma^2_{\beta_k}^I}\right) \right].
\]

To identify this model, we must obtain robust estimates of the individual-specific variances of attribute weights \(\sigma^2_{\beta_k}^I\), which require long time series of multiple decisions by each consumer (e.g., Erdem and Keane 1996).5 In the absence of such purchase histories, we follow a standard approach (Narayanan and Manchanda 2009) to address this “initial conditions” problem and a priori fix the initial individual-specific variances of the weight of an attribute to equal the population-level variance for that attribute, such that \(\sigma^2_{\beta_k}^I = \sigma^2_\beta, i = 1, \ldots, N\). (In our second empirical study, we relax this assumption and explicitly study the effect of variations in uncertainties in attribute weights.) Therefore, we can simplify Equations (7) and (8), respectively, to
\[
\rho_{ik} = \frac{\phi_k}{\phi_k + \sum_{j=1}^{N} w_{ij}},
\]

and
\[
\frac{1}{\sigma^2_{\beta_k}^R} = \frac{1}{\phi_k} \frac{\phi_k + \sum_{j=1}^{N} w_{ij}}{\sigma^2_\beta}.
\]

2.2. Mechanism 2: Generalized Revision of Attribute Importance Weights
Consumers may update their attribute importance weights in response to peer choices but not necessarily

4 Another interpretation of this parameter, as proposed by Roberts and Urban (1980), is the equivalent prior sample size. The greater the value of \(\phi_k\), the more influencers required for the consumer to place equal weights (i.e., \(\rho_{ik} = 0.5\)) on her own and her peers’ attribute weights in Equation (5).

5 In brand choice models, uncertainty associated with the quality of a brand is imputed on the basis of brand shares; however, we need to impute not quality-related uncertainty but rather uncertainties associated with the importance of each of several product attributes.
in the manner predicted by Bayes rule. Therefore, in this mechanism, the revised attribute weight of attribute \( k \) for consumer \( i \) is

\[
\beta_{ik}^R = \rho_i \beta_{ik}^0 + (1 - \rho_i) \frac{\sum_{j=1, j \neq i}^{N} w_{ij} \beta_{ik}^0}{\max\{\sum_{j=1, j \neq i}^{N} w_{ij}, 1\}}.
\]  

(10)

As in Mechanism 1, the smaller the value of the peer influence parameter \( \rho_i \), the greater the revision of the attribute weights of the focal consumer in the direction of her peers’ attribute weights. Further, this mechanism is a more general representation of how peer influence affects choices and accommodates two kinds of consumer needs arising out of social influence (Brewer 1991, Amaldoss and Jain 2005): the need for conformity (valuing a product more if more people buy it) and a countervailing need for uniqueness (valuing a product less if more people buy it). Conforming behavior is associated with smaller values of the parameter \( \rho_i \), and large values of \( \rho_i \) (greater than 1) indicates that consumers in our study are making decisions to increase uniqueness. This mechanism also models recent evidence that people sometimes diverge from members of other social groups (Berger and Heath 2007). Last, we do not impose any structure on how the uncertainty in attribute weights varies across the two stages or if the consumer’s prior uncertainty in attribute weights affects the extent to which she revises her preference.

2.3. Mechanism 3: Peer Influence Without Changes in Attribute Preferences

Finally, according to this third mechanism, the second-stage utility of consumer \( i \) for the \( p \)th profile in the \( j \)th choice set is as follows:

\[
U_{ijp}^R = X_{jp}^0 \beta_i^v + \alpha_i \frac{\sum_{i'=1, i' \neq i}^{N} w_{ij} Y_{ijp}^1}{\max\{\sum_{i'=1, i' \neq i}^{N} w_{ij}, 1\}} + \lambda_i \epsilon_{ijp}^R.
\]  

(11)

The choice decision of the consumer \( Y_{ijp}^R \) depends on the choices made by all her influencers \( (Y_{ijp}^1) \), where \( w_{ij} > 0 \). The parameter \( \alpha_i \) is a measure of the mean extent of influence of the consumer’s influencers on her utility. For each influencer \( i' \) who chooses the \( p \)th profile in the \( j \)th choice set, the utility of the focal consumer increases by \( \alpha_i w_{ij} / \sum_{i'=1, i' \neq i}^{N} w_{ij} \).

Under this mechanism, consumers process information on influencer choices just as they would process information pertaining to an additional product attribute, using a multiattribute linear utility-maximization approach. In behavioral terms, this utility function indicates that information on influencer choices adds to (or detracts from) product utility in a linear additive manner, consistent with social contagion research (Bell and Song 2007, Manchanda et al. 2008). Although it is possible that consumers’ own attribute weights are also altered because of availability of additional information about peer choices, we assume that the role of peer influence under this mechanism is restricted to the extent of influencers’ choices \( (Y_{ijp}^1) \) on product utility. This is theoretically appealing, because it assumes a cognitively less effortful information integration process than does Mechanism 1.

Finally, we allow for heterogeneity in the extent of peer influence across consumers:

\[
\alpha_i \sim N(\bar{\alpha}, \sigma^2_{\alpha}).
\]

(12)

2.4. Model Estimation

We adopt a Bayesian approach for estimating and comparing the models for the three mechanisms. For this purpose, we specify prior distributions for the model parameters and derive their posterior conditional distributions. Given the set of conditional distributions and priors, we draw recursively from the posterior distribution of the model parameters. A novel feature of our Bayesian updating model (Mechanism 1) compared with empirical models of learning in the marketing and economics literatures is that the source of information that leads to revision of preferences (i.e., influencers’ preferences, \( \beta_{ijp}^v \)) is not exogenous. Because consumers \( i \) and \( i' \) can both influence each other, the assumption of independence of preferences across consumers does not hold when modeling social interactions. The estimation of the attribute-specific part-worths \( \beta_{ik}^v \) is complex. In the absence of peer influence, the posterior distribution of this parameter depends on the heterogeneity distribution and the likelihood of the choice data of the focal consumer. Given our modeling framework, the posterior distribution of this parameter is derived after pooling information from four sources of information: (a) the likelihood of the choice data for consumer \( i \) collected in the preinfluence stage (related

---

6 Under Mechanism 1, the consumer’s revised attribute weight is a weighted mean of her initial attribute weight and the attribute weights of her influencers. Since \( \rho_i \) lies between 0 and 1, revised attribute weights are bounded to lie within the convex hull formed by the set of attribute weights of the focal consumer and her influencers. For example, if \( \beta_{ik}^v = 0.5 \) and \( \beta_{ik}^v = 0.3 \) for all influencers, then \( \beta_{ik}^v \) cannot take values greater than 0.5. Under Mechanism 2, uniqueness implies \( \rho_i > 1 \), leading to \( \beta_{ik}^v > 0.5 \).

7 It is plausible that consumer utility depends not on the proportion of the number of influencers who choose a product profile but on the total number who choose it (e.g., Manchanda et al. 2008). We therefore specify \( U_{ijp}^R = X_{jp}^0 \beta_i^v + \alpha_i \sum_{i'=1, i' \neq i}^{N} w_{ij} Y_{ijp}^1 + \lambda_i \epsilon_{ijp}^R \) to replace the fraction of influencers who choose product profile \( p \) with the total number. The in- and out-of-sample fit and predictive ability of the model with this alternate specification were significantly lower than the model in Equation (10). Detailed results are available from the authors upon request.

8 In models of learning from advertising (see Erdem 1996, for example), the source of information (advertising) is treated as exogenous. In other words, the preferences of the focal consumer and levels of exposure to advertising are assumed to be independent of each other.
to the utility function in Equation (1)), (b) the likelihood of the choice data for consumer \( i \) collected in the postinfluence stage (related to the utility function of the postinfluence stage and the relationship between the revised and initial part-worths), (c) the likelihood of the choice data in the postinfluence stage for all consumers who consider consumer \( i \) to be their influencers, and (d) the prior heterogeneity distribution specified by Equation (3). The ratio of the variances of the error terms across the two stages is identified as well because the attribute preferences in the second stage are a deterministic function of the first-stage preferences.

We provide a detailed description of the estimation algorithm for the Bayesian updating model, along with the posterior conditional distributions of the parameters, in the appendix. To ensure the validity of this estimation method, we created several simulated data sets based on various “true” parameter values; for each of the models, the estimates of all parameters obtained from our estimation method were unbiased. Simulation studies revealed that the models were highly scalable and could be used to study large samples of consumers (these details are available from the authors upon request). In the hierarchical Bayes estimation, the first 40,000 iterations provided a “burn-in” period, and every 10th iteration from the next 15,000 iterations was used to estimate the conditional posterior distributions and moments. We used Compaq Visual Fortran (edition 6.5.0) to code the Markov chain Monte Carlo (MCMC) algorithm and estimate the model; we used R for the convergence tests.

We conceptually compare our modeling and experimental approaches with empirical models of individual consumer choice that relax the assumption that consumer preferences are independent. Yang and Allenby (2003) introduce a spatial autoregressive discrete-choice model to study the preference interdependence among individual consumers, and Yang et al. (2006) propose a model of interdependent preferences of husbands and wives. This stream of research models the interrelatedness of consumer decisions through correlations in their underlying preferences. Such correlations might arise because of social influences and/or common unobserved factors. However, our experimental approach reveals the causal relation of the effect of peer influence on consumer preferences.

### 3. Empirical Study of Electronic Book Reader Choices

#### 3.1. Study Design and Data

We designed and implemented a choice-based conjoint study involving electronic book readers. The study sample comprised 70 first-year MBA students\(^9\) from a U.S. university. They had progressed together through the MBA program for approximately eight months before the study commenced. All students participated in both stages of the study. We chose electronic book readers as the focal product because pretests revealed that for this population, awareness of the product was high, purchase intentions varied significantly across students, and purchase incidence was low. We included six product attributes in the conjoint study: weight (in ounces), screen resolution, number of books available for download, storage capacity, brand, and price. Each attribute takes four levels, with the lowest level set as the baseline; for the brand, HP served as the baseline. In a pretest, respondents indicated that these attributes were the most important to their purchase decision. The attributes other than brand were assumed to be interval scaled, to conserve degrees of freedom, and we employed dummy variables for the brands. Table 1 presents further details of the definition of each attribute and the variation in its levels.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand</td>
<td>Amazon Kindle</td>
</tr>
<tr>
<td>Price (in $)</td>
<td>279</td>
</tr>
<tr>
<td>Weight (in oz)</td>
<td>6</td>
</tr>
<tr>
<td>Screen resolution (shades of grey)</td>
<td>8</td>
</tr>
<tr>
<td>No. of books available for download (in thousands)</td>
<td>10</td>
</tr>
<tr>
<td>Storage (in GB)</td>
<td>0.5</td>
</tr>
</tbody>
</table>

\(^9\)In the sample, 58.6% of the respondents were men, 92.9% were 25–34 years of age, and the average household size was 1.9. Furthermore, 90.0% of respondents were aware of the product, 97.1% did not own it, and the median intention to purchase (five-point scale, where 1 = definitely will buy; 5 = definitely will not buy) was 3.0 (mean = 3.1; SD = 1.0).
major newspapers, magazines, and blogs, and so on. Therefore, respondents should not have inferred any missing attribute information.

Each respondent completed an identical set of 25 randomly distributed choice tasks (i.e., choose from four product profiles). The SAS OPTEX procedure generated 22 optimal choice subsets of profiles. With the number of choice sets and attributes, our experiment design was 98% D-efficient and 97% A-efficient. The 22 choice tasks were preceded by a learning stage of three choice tasks that were not used for analysis. Next, each respondent viewed a list of the other 69 respondents and considered the following question: “For each of the following students, please indicate the extent to which their choices of e-book readers might influence your own choices of e-book readers.” Their responses used a four-point Likert scale (0 = this student’s choices will not influence my choices at all; 3 = this student’s choices will very strongly influence my choices).

To explore the benefits of replacing sociometric data with other kinds of data, we also asked each respondent to indicate “whether each of the following students is a member of your social network on at least one of the following social networking websites: Facebook, Orkut, LinkedIn, MySpace,” and “the frequency with which you discuss matters of mutual interest with each of the following students, in a typical week. This discussion could be face to face, on the phone, or online.” The frequency data were coded as never, once, or two or more times (0–2). Finally, respondents provided demographic information and their intentions to purchase an electronic book reader, and we asked for their permission to share their choice-related information with other respondents. Similar sociometric data collection methods appear in marketing (Kratzer and Lettl 2009), economics (Calvó-Armengol et al. 2009), and sociology (Hallinan and Williams 1987).

3.1.2. Postinfluence Stage. This stage took place approximately two weeks after the completion of the preinfluence stage. Respondents again were asked to place themselves in a situation of having decided to buy an electronic book reader and determining which device to buy. They completed the same conjoint choice task as in the preinfluence stage. In addition to the six attributes used to define the four product profiles in each choice set, respondents considered the choices of their influencers from each choice set in the preinfluence stage. Because the respondents thus make choice decisions after discovering the choices of all self-identified influencers, the external validity of this decision-making process is relatively greater than processes that assume consumers are not aware of their peers’ preferences, are influenced only by others with whom they share similar demographic traits or geographical proximity, or are influenced by all other consumers to the same extent. We do not suggest though that our laboratory-based decision-making process is a perfect representation of real-world decisions.

In response to the general critique that respondents could be influenced by others outside the sample, which would lead to biased estimates of the effect of peer influence, we submit that this issue can be resolved with larger sample sizes. Our respondents received $20 and a 10% chance of winning a $250 gift card for participating in both stages. A greater monetary incentive might have increased the sample size for our study. Our sample size of 70 represents a response rate of 26% of all first-year MBA students, which is similar to the rates in recent research on peer influence (e.g., Iyengar et al. 2011). Research on sampling in social networks (Costenbader and Valente 2003, Galaskiewicz 1991, Van den Bulte 2010) also suggests that such response rates are adequate for making robust inferences about the effect of respondents’ network characteristics (e.g., the extent of influence of each peer) on their behavior (e.g., choice decisions).

Another potential concern could pertain to the notion that consumer preferences for attributes change over time. If respondents’ inherent attribute preferences changed significantly in the time between the two stages, estimates of the effect of peer influence could be biased. Therefore, we made every attempt to minimize the time elapsed and asked respondents not to discuss the details of this study with other students. We are not aware of specific exposures to advertising or other marketing communication by electronic book sellers during the study.11

The median number of influencers reported by all respondents is 9 (mean = 15.9, SD = 18.3). We found considerable variation in the number of influencers, such that 10 respondents reported no influencers, and 6 respondents reported 40 or more. Each respondent was identified as an influencer by at least 5 and at most 32 other respondents. The mean (SD) of the time taken (across respondents) was 28.2 (7.6) minutes for the first stage and 27.1 (6.9) minutes for the second stage.

In addition, 10 (of 70) respondents reported that they were not influenced by any other person in our sample. Because these respondents undertook identical conjoint tasks across two stages, they serve as an appropriate control group. Temporal variation would induce differences in preferences for these respondents across the two stages. We estimated attribute preferences for these respondents separately across the two stages and found that the differences were statistically insignificant.

A pretest revealed that every respondent in our sample maintained social networks on at least one of these sites.
3.2. Results of Study 1

We first present model-free evidence of preference revisions across the two stages. A comparison of the choice proportions for the four attribute levels (based on $70 \times 22 = 1,540$ observations) across the two stages reveal three patterns. First, the choice proportion for the least preferred brand in the preinfluence stage (iRex) decreased significantly ($p < 0.05$) from 17.8% to 14.8% in the postinfluence stage. The choice proportions of the other three brands increased. This trend suggests conforming behavior; respondent preferences for brands strongly preferred in the preinfluence stage increased further. Second, respondents were willing to pay more in the preinfluence stage than in the postinfluence stage. Specifically, the choice proportion of the two highest price levels ($350$ and $399$) decreased significantly ($p < 0.05$) from 22.2% to 19.1%. Third, in the postinfluence stage, respondents chose profiles with greater screen resolution, more books available for download, and greater storage capacity. Whereas 65.7% of all choice decisions in the preinfluence stage involved product profiles with above-average screen resolution (16 and 20 shades of grey), this proportion increased significantly to 70.6% in the postinfluence stage. The choice proportion for products with the lowest level of storage (0.5 GB) fell from 15.6% to 12.7%. In summary, preferences of brands and product attributes levels appear to have changed because of peer influence. Next, we report the results obtained from estimating the three models pertaining to each theoretical mechanism of preference revision.

According to the Bayesian updating model (Mechanism 1), $\phi_k$ is the focal consumer’s perception of the importance of her own prior attribute weight relative to her influencer’s attribute weights, or the “relative importance of own attribute weights.” The lower the value of this parameter, the greater is the preference revision. Based on parameter estimates in Table 2, we infer that preference revision is greatest for the weight of the product, and least for its screen resolution. Differences in the estimates of $\phi_k$ across attributes suggest that preference revision varies across attributes, and underlines the importance of studying the effect of peer influence at a disaggregate level. Further, the extent to which the preferences of an attribute are revised also depend on the number of influencers of the focal consumer. Based on estimates of $\phi_k$, we compute values of the preference revision parameter $\rho_k$ based on Equation (9), when the number of influencers is 1, 9 (median), or 69 (maximum). This parameter measures the weight a consumer places on her initial preference. On average and across attributes, the weight a consumer places on own preferences is 0.96 if the consumer has 1 influencer, 0.77 for 9 influencers, and 0.37 for 69 influencers. As implied by the Bayesian updating mechanism, the extent of preference revision diminishes with increasing the number of influencers.

The estimates of the preference revision parameter in Mechanism 2 are similar; even though Mechanism 2 allows greater flexibility in updating of attribute preferences, both models lead to similar inferences about preference revision. Furthermore, though the model specified by Mechanism 3 does not allow revision of

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Relative importance of own attribute weight ($\phi_k$)</th>
<th>Peer influence when number of influencers = 1 ($\rho_k$)</th>
<th>Peer influence when number of influencers = 9 ($\rho_k$)</th>
<th>Peer influence when number of influencers = 69 ($\rho_k$)</th>
<th>Peer influence parameter ($\rho_k$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand—Sony</td>
<td>13.466</td>
<td>0.931</td>
<td>0.959</td>
<td>0.164</td>
<td>0.515</td>
</tr>
<tr>
<td></td>
<td>(2.198)</td>
<td>(0.007)</td>
<td>(0.024)</td>
<td>(0.014)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Brand—iRex</td>
<td>101.647</td>
<td>0.990</td>
<td>0.918</td>
<td>0.595</td>
<td>0.730</td>
</tr>
<tr>
<td></td>
<td>(5.264)</td>
<td>(0.000)</td>
<td>(0.002)</td>
<td>(0.006)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Brand—Kindle</td>
<td>36.632</td>
<td>0.973</td>
<td>0.803</td>
<td>0.347</td>
<td>0.696</td>
</tr>
<tr>
<td></td>
<td>(2.110)</td>
<td>(0.001)</td>
<td>(0.007)</td>
<td>(0.010)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Price in $</td>
<td>28.944</td>
<td>0.966</td>
<td>0.762</td>
<td>0.295</td>
<td>0.773</td>
</tr>
<tr>
<td></td>
<td>(4.761)</td>
<td>(0.003)</td>
<td>(0.014)</td>
<td>(0.016)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>Weight in oz</td>
<td>12.777</td>
<td>0.926</td>
<td>0.585</td>
<td>0.156</td>
<td>0.398</td>
</tr>
<tr>
<td></td>
<td>(3.187)</td>
<td>(0.009)</td>
<td>(0.033)</td>
<td>(0.018)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>Screen resolution</td>
<td>181.531</td>
<td>0.995</td>
<td>0.953</td>
<td>0.724</td>
<td>0.934</td>
</tr>
<tr>
<td>(in shades of grey)</td>
<td>(27.194)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.006)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Number of books</td>
<td>20.199</td>
<td>0.952</td>
<td>0.691</td>
<td>0.226</td>
<td>0.461</td>
</tr>
<tr>
<td>(in thousands)</td>
<td>(2.957)</td>
<td>(0.003)</td>
<td>(0.015)</td>
<td>(0.013)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Storage (in GB)</td>
<td>61.670</td>
<td>0.983</td>
<td>0.872</td>
<td>0.471</td>
<td>0.716</td>
</tr>
<tr>
<td></td>
<td>(6.651)</td>
<td>(0.001)</td>
<td>(0.004)</td>
<td>(0.010)</td>
<td>(0.013)</td>
</tr>
</tbody>
</table>

Note. Parameter estimates whose 95% credible interval does not contain zero are in bold.
attribute preferences, we find that the parameter $\tilde{\alpha}$, which measures the mean extent of influence of influencers’ choices on consumer utility, is positive and significant (posterior mean = 0.146, posterior SD = 0.031). The choice of a product profile by an influencer thus leads to an increase in the utility of that profile for the focal consumer. Across all three mechanisms, exposure to influencers’ choices reduces uncertainty associated with the stochastic components of product profile utilities. The estimates of the population-level posterior mean ($\psi$) of the ratio of standard deviations of the random component of utilities for a product profile across the two stages are 0.671 (SD = 0.198), 0.701 (SD = 0.228), and 0.736 (SD = 0.217) for mechanisms 1, 2, and 3, respectively.

In Table 3, we describe the posterior means of the heterogeneity distributions of all initial part-worths for all three models. All attributes significantly affect choice behavior, and the signs are in the expected directions. Product profiles with higher prices and more weight were less preferred; those with better screen resolution, more storage, and more available books were more preferred. For brands, respondents preferred Sony and Kindle to HP but HP to iRex.

To determine which mechanism of social influence receives the most support from the data, we adopt the procedure of Gilbride and Allenby (2004) to establish the “best” model among several models. Model fit is measured according to the log-marginal density calculated using Newton and Raftery’s (1994)

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Mechanism 1: Bayesian updating</th>
<th>Mechanism 2: Generalized revision</th>
<th>Mechanism 3: No preference revision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand—Sony</td>
<td>0.379 (0.077)</td>
<td>0.344 (0.071)</td>
<td>0.369 (0.066)</td>
</tr>
<tr>
<td>Brand—iRex</td>
<td>-0.426 (0.115)</td>
<td>-0.485 (0.103)</td>
<td>-0.421 (0.082)</td>
</tr>
<tr>
<td>Brand—Kindle</td>
<td>0.273 (0.098)</td>
<td>0.250 (0.077)</td>
<td>0.255 (0.071)</td>
</tr>
<tr>
<td>Price in $</td>
<td>-0.021 (0.009)</td>
<td>-0.020 (0.007)</td>
<td>-0.019 (0.005)</td>
</tr>
<tr>
<td>Weight in oz</td>
<td>-0.080 (0.024)</td>
<td>-0.088 (0.023)</td>
<td>-0.081 (0.020)</td>
</tr>
<tr>
<td>Screen resolution (in shades of grey)</td>
<td>1.102 (0.139)</td>
<td>1.110 (0.113)</td>
<td>1.108 (0.101)</td>
</tr>
<tr>
<td>Number of books (in thousands)</td>
<td>3.460 (0.771)</td>
<td>3.421 (0.710)</td>
<td>3.400 (0.697)</td>
</tr>
<tr>
<td>Storage (in GB)</td>
<td>0.455 (0.963)</td>
<td>0.456 (0.861)</td>
<td>0.451 (0.048)</td>
</tr>
</tbody>
</table>

Note. Parameter estimates whose 95% credible interval does not contain zero are in bold.

### Table 3 Attribute Preferences ($\beta$) Under Different Mechanisms of Peer Influence (Study 1)

importance sampling method.\(^2\) For the in-sample predictive performance, we considered four randomly chosen observations from each respondent in the postinfluence stage. The measures of predictive ability used are hit rate and mean squared error (MSE). For the hit rate calculation, we used the maximum utility rule (Green and Krieger 1995). For a given choice set, we assumed the product profile that provided the highest predicted utility would be selected. The MSE is the mean of $(1 - \text{Probability}(\text{chosen product profile}))^2$.\(^2\) We computed both measures for each iteration of the stationary posterior distribution, then averaged across the iterations. The results (Table 4) indicated that the Bayesian updating model (Mechanism 1) fits the data best. Both in-sample fit and predictive ability of the other two models were worse, and the model that did not account for attribute preference revision (Mechanism 3) performed worst. Thus, consumers update their attribute preferences in the direction of their influencers’ preferences, and more influencers lead to greater preference revision. These findings also suggest that uncertainty associated with attribute preferences declines in response to peer influence. In light of the superior performance of the Bayesian updating model, we restrict our further analysis of parameter estimates to this model.\(^3\)

\(^2\) Although this estimator is consistent, it can have infinite variance and be “pseudobiased” (Lenk 2009). This could potentially happen if the MCMC chain only visits the area of the parameter space with substantial posterior mass. We estimated the proposed Bayesian updating model by running the MCMC chain for 100,000 iterations, and we computed the log-marginal density from three different parts of the chain. The three estimates were statistically the same. We also checked the sequence plots of the log-likelihood values of the competing models. This led to the same inferences about the relative performance of each model, as those obtained from our log-marginal density estimates.

\(^3\) We benchmarked the performance of these models against a model that assumes no peer influence (similar to Mechanism 3, except the parameter $\alpha_\gamma = 0$). The log-marginal density ($\sim 21,573$), hit rate (0.727), and MSE (0.044) suggested worse performance than all three models, in further support of peer influence.
Because attribute-specific preference estimates obtained from conjoint analyses inform various marketing decisions, such as new product development, pricing, segmentation, and positioning, obtaining unbiased estimates of attribute preferences is of great interest to marketers. We therefore illustrate how the preference estimates obtained from our study can indicate respondents’ willingness to pay (WTP) for each attribute. The WTP equals the change in price needed to maintain constant utility even with a change in the attribute level. We estimate the change in attribute-specific WTP because of peer influence. For models based on linear utility, the WTP for changes in nonprice attributes is the ratio of the preference of the nonprice attribute to the price coefficient (Train 2003). We estimate individual-specific estimates of WTP for all respondents and all nonprice attributes by postprocessing the draws of the part-worths obtained from the MCMC chain (Edwards and Allenby 2003).

The summary statistics of the distribution of individual-specific WTP estimates across both stages of the study appear in Table 5. Because of peer influence, the mean premium respondents were willing to pay for Sony electronic book readers rather than HP electronic book readers increased from $22.31 to $27.91. The mean premium for the Kindle brand increased from $16.44 to $21.05. These estimates are, of course, conditional on purchase incidence. The findings imply pricing decisions based on attribute-specific WTP obtained from a conjoint analysis that ignores peer influence might be suboptimal; marketers could charge higher prices for some attributes.14

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Initial WTP (in $)</th>
<th>Revised WTP (in $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand—Sony</td>
<td>22.31</td>
<td>27.91</td>
</tr>
<tr>
<td>Brand—iRex</td>
<td>-33.26</td>
<td>-38.05</td>
</tr>
<tr>
<td>Brand—Kindle</td>
<td>16.44</td>
<td>21.05</td>
</tr>
<tr>
<td>Weight (in oz)</td>
<td>-5.45</td>
<td>-7.27</td>
</tr>
<tr>
<td>Screen resolution (in shades of grey)</td>
<td>61.73</td>
<td>62.19</td>
</tr>
<tr>
<td>Number of books (in thousands)</td>
<td>195.05</td>
<td>205.07</td>
</tr>
<tr>
<td>Storage (in GB)</td>
<td>37.39</td>
<td>41.08</td>
</tr>
</tbody>
</table>

### 4. Empirical Study of Cell Phone Choices

In a second study, we pursue a better understanding of the role of uncertainty in attribute preference for attribute preference revisions.

#### 4.1. Attribute Uncertainty and Peer Influence

When consumers make product choices, uncertainty about product utility could arise from three sources. First, they might be uncertain about the values or levels of product attributes (Bradlow et al. 2004, Erdem and Keane 1996, Meyer 1981). Zhang (2010) studies the evolution of patients’ quality beliefs about donor kidneys based on observed choices of other patients. This represents a decision-making context where there is uncertainty about the values of several attributes, which are unobserved to the consumer. Second, there could be uncertainty in the preference for or relative importance of each attribute (Kahn and Meyer 1991). For example, consumers may be more uncertain about newer attributes (e.g., number of applications for cell phones, three-dimensional capability for televisions). Even for products with well-known attributes, consumers may be uncertain about attribute importance if the consumption behavior associated with the product is uncertain, such as when buying a gift. Consumers buying a product for the first time (e.g., first-time home buyers) also should be more uncertain about the importance of some attributes than repeat buyers. Third, peers could be uncertain about their own attribute preferences, which could affect the extent to which they influence the focal consumer.

Through information processing, consumers reduce their uncertainty (Erdem and Sun 2002, Jacoby et al. 1994, Kahn and Sarin 1988). Attitudes held with more (less) uncertainty are more (less) amenable to change (Muthukrishnan et al. 2001, Tormala and Petty 2002). Therefore, in line with the Bayesian updating mechanism, we posit that the more uncertain a consumer is about preferences for an attribute, the greater the extent of the revision of her preference because of peer influence. Furthermore, research on the level of certainty expressed by an information source (Karmarkar and Tormala 2010, Pornpitakpan 2004) provides compelling evidence of the positive effect on the persuasiveness of information. Sniezek and Van Swol (2001) find that high confidence in advisors has a positive impact on judges’ tendency to follow their advice. Accordingly, we propose that the more uncertain a consumer’s peers are of their preferences of an attribute, the lesser is the extent of revision of the focal consumer’s preference because of peer influence.

---

14 The estimation of WTP in choice models using Bayesian postprocessing methods might be sensitive to the choice of priors in small sample settings (Sonnier et al. 2007). In certain conditions, better inferences can be obtained by replacing separate priors for the attribute part-worth and price coefficient with a normal prior for the WTP estimate and estimating it directly. We estimated our model using both specifications and found the posterior WTP estimates remained unchanged.
4.2. Study Design and Data

Other than testing two propositions discussed above, our objective is to estimate the part-worths corresponding to each attribute without assuming that all attributes other than brands are interval scaled. We also aim to minimize the possibility of temporal variation in attribute preferences in this study by collecting second-stage data immediately after the first stage. Last, it is plausible that there exist unobserved factors in the study of electronic book readers, which affect both consumers’ choice of peers and their attribute preferences. We alleviate this potential endogeneity bias in this second study by exogenously specifying a set of fictitious peers for each subject. We now describe the experimental design.

Our sample for this study consists of 140 college students (43.7% male, 87.3% 20–24 years of age), and cell phones represent the focal product, which prompts high awareness and purchase intentions among student populations (according to a pretest). This product has also appeared in prior conjoint studies (Aribarg et al. 2010). We included four product attributes in the conjoint study, designated in a pretest as the most important for purchase decisions: whether the phone has global positioning system (GPS) capabilities, MP3 capabilities, video capabilities, and the price of the device ($129, $169, or $209). All attributes were ordinal-scaled.

Similar to the first study, in the preinfluence stage, respondents imagined themselves in a buying situation for a cell phone,15 and they made their choice decisions based on their preferences for the levels of the four attributes. Each respondent completed 20 randomly distributed choice tasks; this experimental design was estimated to be 99% D-efficient and 98% A-efficient. We manipulated uncertainty about the focal consumer’s preference for the GPS attribute (high/low) and uncertainty of peers’ preferences for the same attribute (high/low) in a 2 × 2 between-subjects design. Each respondent was randomly allocated to one of four experimental conditions, with 35 respondents per condition. The manipulation of attribute preference uncertainty followed Kahn and Meyer (1991); respondents in the low uncertainty condition were told, “When deciding which cell phone to choose, please assume that you will need to use the GPS capability of your cell phone 5 times a year, no more, no less.” In the high uncertainty condition, respondents instead were told, “When deciding which cell phone to choose, please assume that you will need to use the GPS capability of your cell phone anywhere ranging from 0 to 10 times a year. All usage frequencies are equally likely. In other words, there is a 10% chance that you will use the GPS 10 times, a 10% chance that you will use the feature 9 times, etc.” The expected usage frequency was the same across the two conditions (five times a year), but the variance was higher in the high uncertainty condition.

In the second stage, respondents completed the same conjoint tasks but received information about the choices made by two fictitious peers, or “students when they were asked to respond to the exact same purchase situations. It is very likely that these students are involved in the same educational activities as you are at this university.” The choices of the two peers were simulated according to a choice model for peer i, choice set j, profile p, and attribute k:

\[ U_{ijp} = \sum_{k=1}^{K} x_{ipk} \beta_{ipk} + \epsilon_{ijp}, \]

where \( \beta_{ipk} \sim N(\bar{\beta}_{ik}, \sigma_{ik}^2) \), (13)

where \( \epsilon_{ijp} \) is distributed standard normal and \( \sigma_{ik}^2 \) captures the uncertainty in the preference of person \( i \) for attribute \( k \). The attribute levels \( x_{ipk} \) were the same as those used for this study.16 On the basis of the assumed parameter values and the model above, we first draw part-worths for both peers for each attribute level and each uncertainty condition. Then we compute their product profile utilities and use the utility-maximization rule to infer choice. Product profiles chosen by peers with low (high) values of \( \sigma_{ik}^2 \) exhibit lesser (greater) variance in the level of the GPS attribute. A manipulation check indicated respondents perceived peers with choices based on low (high) values of \( \sigma_{ik}^2 \) to have lesser (greater) uncertainty in their preference for this attribute.

By not collecting sociometric data and instead using simulated data, we explicitly manipulate uncertainty in attribute preferences of peers. By restricting the number of peers to be the same across all respondents, we avoid potential confounds related to different respondents with different numbers of influencers. This study is a stricter test than Study 1 of whether choices in the second stage depend on exposure to peers’ choices, because there are fewer peers in the second stage and the respondents in Study 2 were unaware of the actual identity of these fictional peers. Also, we restrict the manipulation of attribute preference certainty to one attribute, which reduces the complexity of the experimental tasks for respondents.

---

15 All phones had the following features: screen size of 3.5”, battery life of 300 minutes, memory of 16 GB, Internet browser, caller ID, one-year warranty, and 5 oz weight.

16 We assume \( \bar{\beta}_{iak} = 1 \) for all nonprice attributes and \( -1 \) for the two price-related part-worths. Also, \( \sigma_{iak}^2 = 0.5 \) for all attributes other than GPS. We fix all parameter values to be the same across all peer-related data, except \( \sigma_{ik}^2 \) which we vary across the two experimental conditions. For the condition with high uncertainty of peer preference, we assume \( \sigma_{ik}^2 = 2.5 \). For the low uncertainty condition, \( \sigma_{ik}^2 = 0.01 \).
4.3. Analysis and Results

We calibrate the Bayesian updating model (Mechanism 1) with the four data sets obtained from each of the four conditions of Study 2. Because each respondent was exposed to the choices of two peers, the second-stage choice model simplifies to

\[ U_{ij}^R = X_{ij} \beta_k^R + \lambda_i e_{ij}^R, \]

where

\[ \beta_k^R = (\phi_i \beta_{1,k}^R + \phi_j \beta_{2,k}^R + \phi_k \beta_{0,k}^R) / (\phi_k + 2), \quad (14) \]

where \( \beta_{1,k}^R \) and \( \beta_{2,k}^R \) are the simulated values of attribute preferences of the two peers and lower values of \( \phi_k \) are associated with greater preference revision of attribute \( k \) in the direction of peer preferences. At the end of the second stage, respondents indicated how certain they were of their own preference for the GPS capability on a 10-point scale (1 = extremely uncertain, 10 = extremely certain). They also indicated how certain they believed the two peers were of their preferences for this attribute, based on the peers’ choices. Mean certainty of own preferences was 8.48 (SD = 1.06) in the “low uncertainty” condition and 5.31 (SD = 1.63) in the “high uncertainty” condition. The mean certainty of peers’ preferences was 6.15 (SD = 1.76) in the “low” and 4.62 (SD = 1.81) in the “high uncertainty” conditions. The difference in the mean certainty of own preference across the two conditions was statistically significant (\( t_{68} = 13.78, p < 0.01 \)), as was the difference in mean certainty of peers’ preferences across the two conditions (\( t_{68} = 5.08, p < 0.01 \)).

To test the proposition that greater uncertainty in consumer preferences for an attribute would lead to greater preference revision, we calibrated the model with two data sets, the first comprising all respondents in the “high own uncertainty” condition, and the second with “low own uncertainty” respondents. The posterior means (SD) of \( \phi_k \) for the GPS attribute were 1.56 (0.18) and 3.89 (0.37) for the high and low conditions, respectively. The posterior mean (SD) of the difference of the two parameters was 1.13 (0.32) and did not contain 0 in its 95% credible interval. The mean (across respondents) of the difference in GPS attribute preference for each condition was 0.010 (SD = 0.003), in empirical support of our second proposition. Finally, we calibrated the model using data from all four conditions and report the parameter estimates in Table 6. As expected, we find a negative coefficient of price and positive coefficients of the GPS, video, and MP3 attributes. We computed separate part-worths for each price level. Of all the nonprice attributes, GPS was preferred most and video least.

5. Predicting Peer-Influenced Choices Without Influencer Data

Our experimental approach enables us to attempt to address a long-standing problem in peer influence measures. That is, the collection of sociometric data (Nair et al. 2010, Van den Bulte and Lilien 2001) is costly and time consuming (and even implausible for large consumer networks) and therefore seldom undertaken. Instead, researchers often make a priori assumptions about the composition of the sociomatrix. The problems related to collecting sociometric data of interpersonal influence raises an important research question: Is it possible to accurately predict individual consumer choices without peer-influence data on the focal consumer? To address this, we compare the extent to which individual consumer choices can be predicted by data on demographic similarity, online social network membership, and frequency of peer interaction.

We start by collecting sociometric data on peer influence for all consumers in our sample from Study 1. Then, we compare model performance across several data sets that differ only in the nature of the sociomatrix. For example, we create a sociomatrix based on the online social network membership of consumers in our sample. Cell \( ij \) takes the value 1 if consumer \( j \) is a member of the social network of consumer \( i \) in at least one of the three social networking websites mentioned earlier. To measure the performance of these models, we used in- and out-of-sample predictive performance. For the former, we considered four randomly chosen observations from each respondent in the postinfluence stage. For the latter, we estimated the model again after ignoring the four randomly chosen observations from each respondent in the same stage. The parameter estimates then enabled us to predict choices for the four observations for each respondent.
We developed seven alternate data sets for measuring preference revisions because of peer influence. Data set 1 employed the self-reported sociometric data about the extent to which each peer influences the choice decisions of the focal consumer. In data set 2, self-reported influencer data were replaced with data on social network membership such that \( w_{ij} = 1 \) if respondent \( i \) was a member of at least one online social network of consumer \( j \). Data set 3 used data about the frequency of interaction between the two respondents (\( w_{ij} = 1 \) if respondent \( i \) interacts at least once a week with respondent \( j \)), whereas data set 4 used demographic data to populate the sociomatrix. Therefore \( w_{ij} = 1 \) if respondent \( i \) and \( j \) were of the same age group (20–24, 25–34, and 35–44 years) or of the same gender. Data sets 5 and 6 were based on the similarity of age and gender, respectively.

Self-reported sociometric data about the extent of peer influence led to the best model performance in terms of in- and out-of-sample predictive ability (Table 7). Social network membership data were next, followed by data on frequency of interaction in terms of predictive availability. These three data sets induced better model performance than sociometric data based on similarity of demographic characteristics (data sets 4–6). In the absence of self-reported influencer data, researchers interested in inferring peer influencing therefore might do well to replace demographic data with data about online social network membership or frequency of interactions. Data from online social networks might be less expensive and time consuming to collect than survey data, as well as offer the promise of greater response rates. The relative performance of interaction frequency compared with demographic similarity data also supports the industry practice (Godes and Mayzlin 2009) in viral marketing of using such data to measure the performance of agents who interact with consumers with the intention of influencing their choices. Finally, when we evaluated model performance with the assumption that all respondents influenced all other respondents (i.e., \( w_{ij} = 1 \) if \( i \neq j \), and 0 otherwise; see data set 7), we found worse predictive performance, despite the attractive benefits of not requiring the collection of any sociometric or demographic data.

6. Contribution, Managerial Implications, and Further Research

Early research on peer influence (e.g., Bearden and Etzel 1982, Childers and Rao 1992) focused on social influence variation with product characteristics; more recent research has studied such influence in various contexts (e.g., Argo et al. 2008, Berger and Heath 2007, Manchanda et al. 2008, McFerran et al. 2010, Nair et al. 2010). We study the effect of social influence on product choice at the product attribute level instead of same gender, same age group (20–24, 25–34, and 35–44 years) or of the same gender. Data sets 5 and 6 were based on the similarity of age and gender, respectively.

Self-reported sociometric data about the extent of peer influence led to the best model performance in terms of in- and out-of-sample predictive ability (Table 7). Social network membership data were next, followed by data on frequency of interaction in terms of predictive availability. These three data sets induced better model performance than sociometric data based on similarity of demographic characteristics (data sets 4–6). In the absence of self-reported influencer data, researchers interested in inferring peer influencing therefore might do well to replace demographic data with data about online social network membership or frequency of interactions. Data from online social networks might be less expensive and time consuming to collect than survey data, as well as offer the promise of greater response rates. The relative performance of interaction frequency compared with demographic similarity data also supports the industry practice (Godes and Mayzlin 2009) in viral marketing of using such data to measure the performance of agents who interact with consumers with the intention of influencing their choices. Finally, when we evaluated model performance with the assumption that all respondents influenced all other respondents (i.e., \( w_{ij} = 1 \) if \( i \neq j \), and 0 otherwise; see data set 7), we found worse predictive performance, despite the attractive benefits of not requiring the collection of any sociometric or demographic data.

Table 6  Attribute Preference Revision in Study 2: Posterior Means (Posterior SD)

<table>
<thead>
<tr>
<th>Peer attribute uncertainty</th>
<th>( \hat{\beta} )</th>
<th>( \phi_i )</th>
<th>( \hat{\beta} )</th>
<th>( \phi_i )</th>
<th>( \hat{\beta} )</th>
<th>( \phi_i )</th>
<th>( \hat{\beta} )</th>
<th>( \phi_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price ( = $169 )</td>
<td>-0.90</td>
<td>3.18</td>
<td>-0.92</td>
<td>3.05</td>
<td>-0.93</td>
<td>3.38</td>
<td>-0.89</td>
<td>3.19</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.90)</td>
<td>(0.14)</td>
<td>(0.93)</td>
<td>(0.15)</td>
<td>(1.07)</td>
<td>(0.23)</td>
<td>(0.94)</td>
</tr>
<tr>
<td></td>
<td>(0.18)</td>
<td>(2.93)</td>
<td>(0.19)</td>
<td>(3.10)</td>
<td>(0.14)</td>
<td>(2.96)</td>
<td>(0.16)</td>
<td>(3.27)</td>
</tr>
<tr>
<td>GPS capability</td>
<td>1.24</td>
<td>1.68</td>
<td>1.21</td>
<td>1.41</td>
<td>1.22</td>
<td>4.96</td>
<td>1.20</td>
<td>2.85</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.20)</td>
<td>(0.18)</td>
<td>(0.13)</td>
<td>(0.08)</td>
<td>(0.61)</td>
<td>(0.07)</td>
<td>(0.31)</td>
</tr>
<tr>
<td>MP3 capability</td>
<td>0.95</td>
<td>3.38</td>
<td>0.94</td>
<td>3.47</td>
<td>0.91</td>
<td>3.39</td>
<td>0.90</td>
<td>3.09</td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.52)</td>
<td>(0.21)</td>
<td>(0.71)</td>
<td>(0.20)</td>
<td>(0.61)</td>
<td>(0.19)</td>
<td>(0.57)</td>
</tr>
<tr>
<td>Video capability</td>
<td>0.78</td>
<td>18.47</td>
<td>0.78</td>
<td>13.91</td>
<td>0.75</td>
<td>16.68</td>
<td>0.69</td>
<td>15.04</td>
</tr>
<tr>
<td></td>
<td>(0.29)</td>
<td>(4.12)</td>
<td>(0.21)</td>
<td>(5.26)</td>
<td>(0.21)</td>
<td>(4.40)</td>
<td>(0.23)</td>
<td>(3.96)</td>
</tr>
</tbody>
</table>

Note. Parameter estimates whose 95% credible interval does not contain zero are in bold; base price is $129.

Table 7  In-Sample and Out-of-Sample Predictive Performance (Study 1)

<table>
<thead>
<tr>
<th>Data set</th>
<th>Basis of preference revision</th>
<th>In sample</th>
<th>Out of sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Predictive fit statistics</td>
<td>Hit rate</td>
<td>MSE</td>
</tr>
<tr>
<td>1</td>
<td>Choices of influencers</td>
<td>0.910</td>
<td>0.025</td>
</tr>
<tr>
<td>2</td>
<td>Choices of social network members</td>
<td>0.870</td>
<td>0.029</td>
</tr>
<tr>
<td>3</td>
<td>Choices of subjects with positive frequency of interaction</td>
<td>0.870</td>
<td>0.031</td>
</tr>
<tr>
<td>4</td>
<td>Choices of subjects of same age group or same gender</td>
<td>0.820</td>
<td>0.034</td>
</tr>
<tr>
<td>5</td>
<td>Choices of subjects of same age group</td>
<td>0.788</td>
<td>0.041</td>
</tr>
<tr>
<td>6</td>
<td>Choices of subjects of same gender</td>
<td>0.753</td>
<td>0.047</td>
</tr>
<tr>
<td>7</td>
<td>Choices of all other subjects</td>
<td>0.739</td>
<td>0.049</td>
</tr>
</tbody>
</table>
of the product level. Moreover, by comparing several theoretical mechanisms underlying peer influence, we extend this literature to a multiattribute judgment domain. Models that do not account for revisions in attribute preferences perform worse in terms of fit and predictive ability, which underscores the importance of studying social influence at a disaggregated level. To the best of our knowledge, our study is also the first application of a Bayesian updating approach to model changes in consumers’ attribute preferences in the context of multiattribute judgments under peer influence. Another novel aspect of this research is studying the role of attribute preference uncertainty of consumers and their peers, in peer influence. More generally, we shed light on the process of how consumers integrate product-related information with information on others’ choices to make choice decisions.

This research has five main implications for marketers and marketing researchers. First, the extent of revision in preferences for an attribute because of peer influence depends on the consumer’s uncertainty about the importance of that attribute. Accordingly, word-of-mouth marketing may lead to more pronounced changes in consumer preferences when the product purchases involve greater uncertainty of attribute importance, such as products with new attributes, existing products that entail uncertain consumption behavior (e.g., purchased for others), and those being purchased by first-time buyers.

Second, though the extent of revision of attribute preferences because of peer influence increases monotonically with the number of peers, the Bayesian updating mechanism suggests that preference revision diminishes with the increasing number of peers. This is relevant for the assessment of the relative importance of two metrics commonly employed to measure the success of word of mouth and other direct marketing campaigns (Rao and Steckel 1995), namely, reach (number of consumers contacted) and frequency (number of times a specific consumer was contacted). If the costs for word-of-mouth campaigns designed to increase reach and frequency were equal, it may be more beneficial (in terms of the extent of preference revision) to reach an additional consumer for the first time rather than recontacting a consumer who has already been contacted.

Third, peer influence appears to induce greater preference revision when the peers’ attribute preferences are relatively certain. Word of mouth about a product thus should have a greater effect when it communicates great certainty about attribute preferences.

Fourth, marketing researchers who want to estimate the extent of peer influence on their consumers but who lack access to detailed sociometric data can employ easily accessed data about consumers’ online social network membership or the frequency of their interactions with peers as useful proxies.

Fifth, we have proposed an experimental approach to estimate the dependence of consumers’ WTP for specific attributes on peer influence. Practitioners might adopt this approach to support pricing decisions for products for which choices are influenced by peers.

This research is not without limitations. Our two-stage experimental design is quite representative of real-world decision making situations wherein consumers have decided to buy a product, are unsure of which specific item to purchase, and obtain information about peers’ real or stated choices. The availability of such information is facilitated by frequent offline interactions in the real world as well as with the increased use of electronic communication media. Our study might be less representative of those forms of peer interactions, which do not involve sharing of choice-related information. For example, peers might share information related solely to their attributes preferences (e.g., “I would not buy any book reader other than Sony”). Furthermore, our results on peer influence can perhaps not be generalized to larger groups of peers (other students, friends, coworkers, etc.).

This research can be extended in several directions. We study consumer decisions of which alternative to chose among several alternatives. Our approach can be adapted to study the effect of peer influence on related consumer decisions such as whether to buy, when to buy, and how much to buy. Our approach is also applicable for studying the effect of coworker decisions on individual-level managerial decisions within organizations. Research on social learning suggests two distinct routes—observational learning and information sharing (Zhang 2010). The respondents in our approach observe the decisions made by their influencers but do not receive any other information from them. Thus a logical extension would be to develop an approach that incorporates both forms of social learning. The relative influence of different subgroups of consumers on individual consumer decisions remains an underexplored research area. Although the demands of data collection for attempting to solve such problems can be daunting, our results suggest that the use of online social network data for studying social influence might be worth exploring further.
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Appendix. The Markov Chain Monte Carlo Estimation Algorithm for Mechanism 1

The final model is specified by Equations (1)–(6) and (9). Estimation is carried out by sequentially generating draws from the following conditional distributions:

**Step 1.** Generate latent variable $U_{i}^{I}$ from a truncated normal (TN) distribution:

$$U_{i}^{I} \sim TN(X_{ijp}^{I} \beta_{i}^{I}, 1),$$

where

$$U_{i}^{I} > U_{i}^{I-p} \text{ if } Y_{i}^{I} = 1; U_{i}^{I} < U_{i}^{I-p} \text{ if } Y_{i}^{I} = 0.$$

**Step 2.** Generate latent variable $U_{i}^{R}$ from a truncated normal distribution:

$$U_{i}^{R} \sim TN(X_{ijp}^{R} \beta_{i}^{R}, \lambda_{i}^{R}),$$

where

$$U_{i}^{R} > U_{i}^{R-p} \text{ if } Y_{i}^{R} = 1; U_{i}^{R} < U_{i}^{R-p} \text{ if } Y_{i}^{R} = 0.$$

**Step 3.** Generate the $K$-dimensional vector $\beta_{i}^{I}$ ($i = 1, \ldots, N$) from the distribution MVN$(M, S)$, where

$$M = S \left( X'U_{i}^{I} + X'_{i} (\lambda_{i}^{R} I - 1)U_{i}^{R} + \sum_{i=1}^{N} X_{ijp}^{I} (\lambda_{i}^{R} I - 1)X_{ijp}^{I} + \Sigma^{-1} \hat{\beta} \right),$$

$$S = \left( X'X + \sum_{i=1}^{N} X_{ijp}^{I} (\lambda_{i}^{R} I - 1)X_{ijp}^{I} + \Sigma^{-1} \right)^{-1},$$

where $X$ is the design matrix of size $P|I$ by $K$, and $U_{i}^{I}$ is the corresponding vector of latent utilities. The first term within parentheses accounts for the likelihood of the choice data for consumer $i$ collected in the preinfluence stage (related to the utility function in Equation (1)).

$$U_{i}^{R} = U_{i}^{R}-X\Psi_{i},$$

where $\Psi_{i}$ is a $K$-dimensional vector with the $k$th element given by

$$(1 - \rho_{k}) \frac{\sum_{i=1}^{N} w_{ijp} \beta_{i}^{I}_{jk}}{\max\{\sum_{i=1}^{N} w_{ijp}, 1\}}.$$

The second term in the parentheses accounts for the likelihood of the choice data for consumer $i$ collected in the postinfluence stage.

$$X_{ij}^{I} = X\Theta_{i},$$

where $X_{ij}^{I}$ is a $K$ by $P$ matrix, the $k$th diagonal element given by $w_{ijp}(1 - \rho_{k})/\max\{\sum_{i=1}^{N} w_{ijp}, 1\}$. $U_{i}^{R} = U_{i}^{R}-\Omega_{i}$. $\Omega_{i}$ is a $K$ by $P$ matrix by $K$ with the $jk$th element given by

$$x_{jk} \left( \rho_{k} \beta_{jk}^{I} + (1 - \rho_{k}) \frac{\sum_{i=1}^{N} w_{ijp} \beta_{i}^{I}_{jk}}{\max\{\sum_{i=1}^{N} w_{ijp}, 1\}} \right).$$

The third term in the parentheses accounts for the likelihood of the choice data in the postinfluence stage for all consumers who consider consumer $i$ to be their influencers. The final term accounts for the prior heterogeneity distribution specified by Equation (3).

**Step 4.** Compute $\beta_{ik}^{R} = \rho_{k} \beta_{ik}^{R} + (1 - \rho_{k}) \frac{\sum_{i=1}^{N} w_{ijp} \beta_{i}^{I}_{jk}}{\max\{\sum_{i=1}^{N} w_{ijp}, 1\}}$ for all $i$.

**Step 5.** Generate $\tilde{\beta}$ from the distribution $\text{MVN}(M, S)$, where

$$M = S \left( \sum_{i=1}^{N} \beta_{i}^{I}/N + 0.01I \ast U_{i} \right)$$

and

$$S = (\Sigma^{-1} / N)^{-1} + 0.01I^{-1}; \quad U_{i} = 0.$$

**Step 6.** Generate $\Sigma$ from the distribution Inv Wishart $W - 1(\sum_{i=1}^{N} (\beta_{i}^{I} - \hat{\beta}) (\beta_{i}^{I} - \hat{\beta}) + 101, N + 10)$.

**Step 7.** Generate $\phi_{k}$: Let $\phi_{k}$ be the previous draw. Generate $\phi_{k}^{I} = \exp(\log(\phi_{k}^{I} + \lambda_{i}^{R}))$, where $\lambda_{i}^{R} \sim N(0, 0.1)$. This preserves the positivity constraint on $\phi_{k}$. Accept the candidate $\phi_{k}^{I}$ with the Metropolis-Hastings (MH) acceptance probability $\min(\{\phi_{k}^{I}/\phi_{k}^{I} \}, 1)$, where

$$\phi_{k}^{I} = \left\{ \prod_{i=1}^{N} \prod_{j=1}^{P} \exp\left[-\left( (U_{i}^{R} - X_{ijp}^{I} \beta_{i}^{I})^{2} / (2\lambda_{i}^{R}) \right) \right] \right\}$$

$\ast \exp(-\log(\phi_{k}^{I} + \lambda_{i}^{R})/2\sigma_{\phi_{k}}^{2})$, where

$$\beta_{ik}^{R} = \phi_{k}^{I} + \frac{\sum_{i=1}^{N} w_{ijp} \beta_{i}^{I}}{\sum_{i=1}^{N} w_{ijp} / \max\{\sum_{i=1}^{N} w_{ijp}, 1\}}.$$

We choose diffuse priors ($\phi_{0} = 1.000; \sigma_{\phi_{0}}^{2} = 10$). Choice of different priors had no effect on the estimates of $\phi_{k}$, similarly, compute $\phi_{k}^{I}$.

**Step 8.** Compute $\rho_{k} = \phi_{k} / (\phi_{k} + \sum_{i=1}^{N} w_{ijp} / \max\{\sum_{i=1}^{N} w_{ijp}, 1\})$ for all $i$ and $k$.

**Step 9.** Generate $\lambda_{i}^{I}$: Let $\lambda_{i}^{I}$ be the previous draw. Generate $\lambda_{i}^{I} = \lambda_{i}^{I} + \Delta$, where $\Delta \sim N(0, 0.01)$. Accept the candidate $\lambda_{i}^{I}$ with the MH acceptance probability $\min(\{\lambda_{i}^{I}/\lambda_{i}^{I} \}, 1)$, where

$$\lambda_{i}^{I} = \left\{ \prod_{j=1}^{P} \lambda_{i}^{I}^{-0.5} \exp\left[-(U_{i}^{R} - X_{ijp}^{I} \beta_{i}^{I})^{2} / (2\lambda_{i}^{I}) \right] \right\}$$

$\ast \exp(-\log(\lambda_{i}^{I})/2\sigma_{\lambda_{i}^{I}}^{2})$, where

$$\beta_{ik}^{I} = \phi_{k}^{I} + \frac{\sum_{i=1}^{N} w_{ijp} \beta_{i}^{I}}{\sum_{i=1}^{N} w_{ijp} / \max\{\sum_{i=1}^{N} w_{ijp}, 1\}}.$$

Similarly, compute $\phi_{k}^{I}$.

**Step 10.** Generate $\psi \sim N(M, S)$; $\quad M = S \left( (\sigma_{\psi}^{2} / N)^{-1} \sum_{i=1}^{N} \log(\lambda_{i})/N + 0.1I \ast \phi_{0} \right); \quad S = (\sigma_{\psi}^{2} / N)^{-1} + 0.1I^{-1}; \quad \psi_{0} = 0.$

**Step 11.** Generate $\sigma_{\psi}^{2}$ from the inverted gamma distribution

$$\text{Inv-Gamma} \left( 0.5(N + 2), 0.5 \left( \sum_{i=1}^{N} (\log \lambda_{i} - \psi)^{2} + 2 \right) \right).$$
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